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Introduction 

Now-a-days sentiment analysis rather opinion 
mining is of great importance in variety of fields such 
as, reviewing products online by customers, 
industrial product review, hotel booking, bookstores, 
transport companies, mobile applications, and 
videogames and so on. 

Thus online reviews or opinion affects  as belief  of 
public, affects growth or development of every 
product used in our daily life .For example: suppose a 
beauty product say cream is launched, after usage of 
which customers start commenting on the product, 
thus that  reviews have to classified in efficient way 
,so as showing or predicting the total or average 
reviews on that product ,hence these reviews stand’s 
as strong reason for others to buy the particular 
product , here is where sentiment analysis comes 
into picture. 

There are even so many systems available on web, 
for analyzing product efficiency say star rating and so 
on, but all these techniques can be manipulating by 
robots, or any other system. There by which leads to 
fault or unreliable results i.e. which are sometimes 
false. 

So it’s a good practice to review in words rather than 
choosing an option among (poor, good, average , 
best ,excellent).There's again a situation where some 

comments given by the customer’s are not found in 
English dictionary or default dictionary ,even these 
comments are also classified into sentiment(positive 
or negative).  

Sentiment analysis is basically done, first by sorting 
or classifying reviews or comments into positive or 
negative .Sorting of emotions can be further done 
using different approaches such as probabilistic topic 
modeling, supervised joint topic modeling, 
unstructured topic modeling, aspect -based topic 
modeling and also using certain algorithms and 
methods such as Latent Dirichlet Allocation (LDA), 
Gibbs sampling algorithms for LDA, Topic sentiment 
mixture model, etc. [12], [13]. 

There are so many existing works going on in the 
field of sentiment analysis in recent years as its one 
of the booming area on web, especially in field of 
text mining, data mining and majorly in opinion 
mining. 

Advantages of sentiment analysis: a) Helps 
manufacturers to manufacture useful products based 
on reviews. b) Help them to increase efficiency of 
their existing product based on reviews thus build 
their brand, resulting in growth of their company or 
brand. c) Customer’s (public) also get interested 
about the product or machine, etc.  d) To understand 
customer’s needs of the product or any such stuff.  

Disadvantages of sentiment analysis: a) Some of the 
algorithms implemented for emotion (sentiment) 
analysis are not much efficient. b) Methodologies 

implemented have to be more reliable and faster .c) 
Machines or embedded systems (processors) used 
are still at the early stage of development .d) There a 
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conflict in the system to classify positive or neutral, 
or negative or neutral emotions or reviews, only the 
positive and negative comments can be classified or 
sorted in more efficient way, but for the neutral 
emotions scenario is not that same or effective. 

In this survey paper, the main focus is on identifying 
the efficient algorithm or methodologies amongst 
several approaches used for sorting emotion 
effectively and accurately, which has been found by 
comparing technique or approaches proposed in set 
of papers. 

This survey paper has the following flow:  

In section 1, deals with discussion on Related Works 
i.e. comparing set of papers regarding the topic and 
bring out the differences and similarities among the 
papers, and compare more than one paper with 
other set of papers. Enlisting papers, which are 
closely related in idea’s and approaches used. 
Thereby, recording the benefits and limits or merit 
and demerits of sentiment’s sorting. 

In section 2, consist of System Design: By considering 
all the aspects, i.e. different approaches, 
methodologies, algorithms applied for analyzing 
reviews proposed in reference papers, there is a 
static block diagram proposed to show the process 
of analyzing sentiments in general and simple 
manner, so that even a common or non-scientific 
person can understand basic idea or approach 
regarding the topic. 

In section 3,  various Performance metric ,and 
identified more accurate and precise efficiency 
checker approach considering majorly affecting 
parameters such as the emotions in chunk of 
sentences or statements and categorize respective 
text into positive, negative and also sometimes 
neutral emotion(sentiment), amount or number of 
sentences or statements or paragraphs considered at 
a time or per second to resolve reviews , and how 
efficiently or fast it has been done and few more 
parameters considered, by comparing techniques 
used in set of reference papers. 

 In section 4, we have concluded our ideas by giving 
few opinions regarding betterment of analysis 
methods. 

Related Works 

Here we start with the overview of the sentimental 

analysis. Now-a-days each individual is aware of their 
opinions, i.e. either it may be positive or negative. 
There are 3 sets of people in our society, they are a) 
People who have good opinion on products, hotels, 
movies and tweets b) People who have bad reviews 
on things and the third set is people who neither 
have positive or negative reviews. Each individual has 
the right to give their reviews on products, movies, 
hotels, tweets and so on. In all papers, we discuss 
about the different models that are used to evaluate 
the sentimental analysis. Sentimental analysis is done 
by taking cluster of messages and analyzing it, 
further sorting it to text alone and processing it to 
positive, negative and neutral reviews. 

                   We can compare set of papers regarding 
sentiment analysis and bring out the differences and 
similarities among these papers and compare more 
than one paper with other set of papers. Listing 
papers which are closely related in methods used, we 
can come to a conclusion that how effective is the 
implementation of methods. 

                    In multi-language sentiment analysis for 
hotel reviews, in this paper [1] three methods are 
used for classifying the reviews i.e. Naïve Bayes 
method based on Bayes theorem, decision tree 
which uses recursive binary partition and support 
vector machines. In sentimental analysis and 
classification model of algorithms [4], machine 
learning and natural language processing technique 
using Naives Bayes method is used as well as 
support vector machines. Boiy and Meens used 
classification models to aim at multilingual web text. 
Here tweets with negative emotions are retweeted 
and hashtags and smileys are used in tweets. Along 
with these, graph based model and Ekman emotion 
model for carrying out human emotions such as 
anger, disgust, fear, joy, sadness and surprise are 
implemented. EFWS (effective word score) is 
introduced with cloud based architecture and KNN 
classifiers. In machine learning techniques, Navies 
Bayes using Bayes theorem, logistic regression for 
binary classification and multilevel classification, 
decision tree for recursive binary partition is 
proposed. 

In both the papers [1] [4], Naïve Bayes method as 
well as support vector machine is used. Although 
these papers are used their implementation is 
different from each other. In paper [1] they talk 
about the reviews of a hotel and in paper [4] they 
talk about the implementation of machine and 
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natural language using different techniques. 

Traditional topic models such as LDA and PLSA is 
proposed in spite of author community and time 
evolution in joint model for topic-sentiment 
modelling from text [6]. Here methods like JST, 
reverse JST, ASUM (aspect and sentiment unification 
model), STDP, TSM are introduced. In Latent Dirichlet 
Markov allocation for sentimental analysis in paper 
[5] gives us the clear idea about the LDA and LDMA 
models. Hidden topic sentiment model, TSM is 
constructed using PLSA model as well as LDA, JST 
methods are also introduced. Max-Ent LDA is a new 
terminology defining maximum entropy LDA 
method. ASUM (aspect and sentiment unification 
model, HMM models were widely used for analyzing 
sentiments. 

In these three papers [6] [5] [9], ASUM, LDA, JST 
methods are widely used to improve the sentimental 
analysis. 

Improving twitter sentiment analysis with topic based 
mixture modelling and supervised training [7] 
reviews of tweets are analyzed and topic based 
mixture model is introduced along with universal 
model, LDA model and SVM classifiers. Second 
paper, aspect based sentiment analysis talks about 
product, restaurant and movie reviews. They uses 
ASUM model, Max-Ent LDA hybrid model for 
evaluating the following reviews based on each 
individual’s opinion. FACTS, CFACTS, FACTS-R and 
CFACTS-R models were introduced in this paper. 
Joint sentiment/topic model for sentimental 
analysis[11] shows machine learning required for 
human annotation, it ignores mutual dependence 
and they gives negative reviews for automobiles and 
positive reviews for movies.  Here JST model is 
proposed and both LDA and JST model is compared. 

In the above mentioned papers [7] [11] sentimental 
analysis mainly uses LDA model, JST model for 

finding out the efficiency of the analysis. 

Log-bilinear model for word representation is 
invented by Mnih and Henton mentioned in 
Probabilistic model for semantic word vectors paper 
[3]. Here labelling, chunking and named entity 
recognition which is similar to LDA is proposed. It is 
mainly used for analyzing movie reviews. For this 
reason they have used PLSI and replicated softmax 
models. Turney and Pantel found out VSM’s i.e. 
Matrix factorization technique for the retrieval and 
ranking system. Topic modelling based sentiment 
analysis on social media for stock market production 
paper [8] aims at TSLDA (topic sentiment LDA) 
method and random walk theory. EMH (efficient 
market hypothesis) reflects fully the available 
information. Based on EMH two types of analysis are 
identified i.e. Fundamental analysis and technical 
analysis for analyzing product and restaurant 
reviews. Bayesian network technique including time 
series method such as auto regressive, moving 
average, auto regressive moving average model were 
introduced. Schumaker and Chen invented different 
textual representation including bag of words and 
noun phrases. Naïve Bayes used mood words to tag 
each tweet as fear, worry, hope. In the given 
reference paper [14] [15] [16] [17] two mood tracking 
tools such as opinion finder and Google profile of 
model states were implemented. Here a new model 
i.e. continuous Dirichlet process mixture (CDPM) 
model was given for analyzing human moods and 
their reviews about each product that may be either 
positive or negative reviews.  

Here given papers gives us a clear view about the 
techniques and models that have been implemented 
in analyzing the human reviews for products, movies 
[18], restaurant, tweets and so on. By knowing these 
results we can find out which method is efficient in 
analyzing reviews.  

 
Title Concept Advantages Disadvantages 

1.Multi-Language Sentiment 
analysis For Hotel Reviews 

Navies Bayes, 
Decision tree, 
Support Vector 
Machine 

Fast, scalable model 
building and scoring ,it 
scales linearly 

Strong assumption, data 
scarcity, continuous 
features 

2.Joint model for Topic-
Sentiment modelling from 
text 

JST, reverse JST, 
LDA ,ASUM,STDP 

Probabilistic model with 
interpretable topics 

Expensive, it is hard to 
know when the model 
works 
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,TSM 

3.Probabilistic Model for 
semantic word vectors 

Log bilinear model, 
LDA, PLSI, replicated 
softmax model, 

Flexibility, probabilistic with 
interpretable topics. 

Expensive 

4.Large scale implementation 
for twitter sentiment 
classification 

Navies Bayes, 
Support vector 
machines, Ekman 
emotion model 

 Fast, scalable model 
building and scoring, it 
scales linearly. 

Strong assumption, data 
scarcity continuous 
features 

5.Latent Dirichlet Markhov 
allocation for sentiment 
analysis 

LDA, LDMA model Probabilistic model with 
interpretable topics 

Expensive, it is hard to 
know when the model 
works 

6.Joint sentiment/ topic 
model for sentiment analysis 

JST Model   

7.Improving twitter 
Sentiment analysis with topic 
based mixture modelling and 
semi supervised planning 

IDA, SVM Classifier, 
topic based mixture 
model  

Clusters are characterized 
more general than 
partitioning and fussy 
clustering, satisfy statistical 
assumptions 

Coverage to local 
optimal, need large data 
sets, hard to estimate 
number of clusters. 

8.Topic modelling based 
sentiment analysis 

TSLDA, random 
walk theory, EMH, 
time series method, 
CDPM 

Simple to use, can easily 
handle flows around 
boundaries 

Overreaction, information 
bias 

9.Hidden topic sentiment 
model 

TSM, LDA, JST, 
ASUM , Max-Ent 
LDA , HMM-LDA 
model 

Probabilistic model with 
interpretable topics 

Expensive, it is hard to 
know when the model 
works 

10. Aspect based sentiment 
model 

ASUM, JST, Max-Ent 
LDA hybrid model, 
FACTS, CFACTS, 
FACTS-R 
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Fig: EMOTION ANALYSER   

 Working of Block Diagram: 

1).Cluster of reviews: Here we dump chunk of 
reviews collected about the product. 

2).Analyzer: In this step, the chuck of reviews are 
sent to analyzer, which will filter the text from the 
sentences. Then we obtain filtered text which is sent 
to the next block. 

3).Word comparator: In this phase, the text (filtered 
text) is compared with English dictionary or any other 
related word bank, if the text is present in the 
corresponding dictionary or other source (its easier 
for classifying words if present in dictionary i.e. 
whose meanings are available) then it will be sent to 
classifier block otherwise if the text is not present in 
the dictionary it will be sent to the remover block. 

4).Remover block: In this phase we will remove the 
extra letters found in the word or text and make it 
meaning full, here will make use of any error 
detector device or method and correct the text, 
which is sent to the word comparator again for re-
comparing and the same process goes on until error 
text are in a cluster is corrected. Thus, there will be 
an iterative process going on. 

5).Classifier/Sorting block: This the heart of whole 
system, wherein, will be finally classifying or sorting 
emotions using different methods or algorithms in 
efficient way. 

Here will be put positive text in to positive container, 
negative text in to negative container, and neither of 
them in to neutral container, where, P is total (sum) 
number of positive text collected in positive 
container, N is the total number of negative text 
collected in negative container. 

6).Emotion Comparator :This block is used for 
comparing the value of P and N .And thus generates 
final rating of product by the customers review .The 
three possibilities or three possible reviews obtained 
after whole process are : 

a).When P<N, i.e. positive reviews are more than 
negative reviews in cluster of reviews about a 
particular product , we conclude or rate the product 
as excellent, best, good (good reviews or positive 
reviews)again based on the ratio of positive total(P) 
to Negative total(N).It can also be numbered out of 

ten, etc,. And finally say that the product is mostly 
liked by the public or customer. 

b).When P=N, i.e. positive reviews are equal to 
negative reviews in cluster of reviews about a 
particular product , we conclude or rate the product 
as average , fair(neutral reviews)again based on the 
ratio of positive total(P) to Negative total(N).It can 
also be rated out of ten ,etc,. And finally conclude 
that the product is just liked or least liked by the 
public or customer. 

c).When P>N, i.e. positive reviews are less than 
negative reviews in cluster of reviews about a 
particular product , we conclude or rate the product 
as bad, worst (bad reviews or negative reviews)again 
based on the ratio of positive total(P) to Negative 
total(N) .It can also be numbered out of ten, etc,. And 
finally say that the product is not at all liked by the 
public or customer. 

Thereby, by end of this whole process by far true 
reviews and rating of product will be happened and 
the buyer or customer will have almost all clear idea 
about the product. 

4. Performance Metric 

In this section we have discussed about the various 
methodologies used for sentiment analysis, mainly 
the focus is on sentiment (emotions) classification 
among group of text (meaning full text). 

In this survey paper, we are considering all the 
methodologies or approaches which are described in 
reference papers. And we have told at last which is 
the best rather efficient method for sentiment 
analysis by comparing all the methods. 

a) In [1] technique of accuracy is used for analyzing 
how efficient the classifier method is working, and 
how much efficient result is obtained. They have 
compared the performance of classifier methods 
such as Naïve Bayes, decision tree which stood more 
accurate than the support vector machine and given 
an expression for accuracy as,   

Accuracy = (TP + TN)/ (TP + FP + FN + TN)  

Where                                                                                               

TP is number of correct items for positive polarity, 

TN the number of correct items for negative polarity, 



Recent Advances in Technology and Engineering , Department of Computer Science and Engineering, T John Institute of Technology, 
Bangalore, Published By: International Journal of Sciecne, Engineering and Technology,  ISSN (O): 2348-4098 , ISSN (P): 2395-4752  

 

FP the number of incorrect items for positive polarity 
and 

FN the number of incorrect for negative polarity. 

They have also conducted experiments and used this 
(accuracy) performance metric. 

Not only for these classifier methods accuracy metric 
can be used by most of the other methods (such as 
LDA, etc.) for checking there efficiencies. 

They have concluded that support vector machine 
gives the best accuracy. When compare to other two. 

b).In[2] The author has proposed their own methods 
for sentiment analysis, to check its efficiency they 
have compare their own method(our method) with 
mostly used Maximum Likely-hood estimation 
method(Experiments shows that ML-based method 
performs less efficient on MDS and MDSfr datasets 
thereby the stood less efficient for estimating 
parameters but it can be used for hyper parameters 
estimation to obtain best results).In which they have 
experimented or used both their own method and 
ML –based methods for analyzing MDS and MDSfr 
datasets table can be seen in[2],and found that their 
own method stood more promising and accurate 
and efficient results were obtained. 

  

In the above first (a) paragraph tells us about the 
performance analyzing metric used frequency for 
checking the algorithms or any machine based 
device used for checking efficiency of that method or 
algorithm.  

In the second (b) paragraph we can see that it is 
possible to create our own methodologies and 
implement it ,in such cases based on the type of 
datasets used new methods can be compared with 
already existing methods (compare there working) 
and find out which one stands efficient and give 
good or approximately efficient results, where in the 
criteria for comparison should be that both the 
methods which are been compared must be passed 
same parameters and already existing method must 
be giving accurate results for which it was designed. 

Our opinion on performance analyzer is: 

  1).The idea which we are trying to say is that there 
must be some standardized method available or 

existing which performs really very effectively, can be 
used for comparing with new methods for checking 
which one is efficient. 

  2) Other than comparing one can use the technique 
of accuracy checker expression and apply them using 
the parameter’s which affects the proposed method 
working. 

Thus, finally we come a conclusion that based on our 
survey we feel that ACCURACY formulae gives 
efficient results i.e., find accurate values. 

 

5. CONCLUSION 

    Here by referring to all the papers we came to the 
conclusion that different methods can be 
implemented in sentiment analysis such as LDA, JST, 
ASUM, SVM and so on. Each individual has their own 
opinion about products, movies etc. It may be either 
positive review or negative reviews. Products, movies, 
tweets, hotels etc are evaluated on the basis of the 
reviews given by each customers. Now, the 
technology has been developed a lot so that the 
customer can give their valuable reviews and each 
products can be evaluated based on these reviews. 
From these views given in papers we can find out 
which is the efficient method for analyzing the 
reviews. 

       In this survey paper, we have given brief 
introduction about opinion mining. Few examples 
were added to this discussion to get a clear idea 
about sentimental analysis. Here we have related 
many papers and came to a conclusion about their 
similarities and dissimilarities. Preparing a system 
design for this analysis, non technical experts can 
also understand about the rating technique. 

Since, Reviews are termed as ‘TRUTH’, online or 
web reviews affect a lot on purchase of a product. 
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