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Abstract

mean.

Social Network.

With the popularity of social networking services and the increase of users, individual social roles in a
social network have become more and more important in terms of the recommendation of
personalized services. Existing word embedding learning algorithms uses only the contexts but ignore
the sentiment of texts. It is problematic for sentiment analysis because the words with similar contexts
but opposite sentiment polarity, such as good and bad, are mapped to neighboring word vectors.
Apply sentiment embeddings to word-level sentiment analysis, sentence level sentiment classification,
and building sentiment lexicons. The work provides the learning of natural language processing and k-
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Introduction

Web 2.0- The second stage of development of
Internet, it changes from static web pages to
dynamic or user generated content and the growth
of social media. Advantages of Web 2.0 are they are
available at any time, any place, variety of media,
ease of usage, learners can actively be involved in
knowledge building, it also creates dynamic learning
communities, everybody is the author and the editor,
every edit that has been made can be tracked, user
friendly and provides real time discussion.

Social Networking- It is the use of Internet based
social media programs to make connections with
friends, family, classmates, customers and clients. It
can occur for social purposes, business purposes or
both through sites such as Facebook, Twitter, Linked
In, classmates.com and Yelp. It is a significant target
area for marketers seeking the engage users.
Advantages of Social Networking are worldwide
connectivity, commonality of interest, real time
information sharing and targeted advertising. Top
Social Networking are Twitter, Facebook, Linked In,
Google +, You tube, Instagram and Snap chat etc..

Twitter- Posting a message, image etc. on the social
media service twitter. A Social networking website,
which allows user to publish short messages, those
are visible to other users. These messages are known
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as tweets and can only be 140 characters or less in
length. It was founded in 2006, as of 2008 twitter was
estimated to have between 4 to 5 million users and
was the third most popular social networking site
after Facebook and MySpace. Tweets are message,
image etc.. posted on twitter.

Sentiment analysis-It is also known as opinion
mining it refers to the use of Natural Language
Processing(NLP), text analysis, computational
linguistics, and biometrics to systematically identify,
extract, quantity and study objective states subjective
information. It is widely applied to the voice of the
customer materials such as reviews and survey
responses, online and social media, and health care
materials for applications that range from marketing
to customer service to clinical medicine. The process
of determing the emotional tone behind the series of
words, used to give an understanding of the
attitudes, opinions and emotions expressed within an
online are mentioned.

Natural Language Processing- It is a field of
computer science, artificial intelligence (Al) and
computational linguistics concerned with the
interactions between computers and human
languages. It is an ability of a computer program to
understand human speech as it is spoken.
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K-means clustering - A method of vector
quantization, originally from signal processing and is
popular for cluster analysis in data mining. It aims to
partition n-observations into k clusters in which each
observation belongs to the cluster with the nearest
mean, serving as a prototype of cluster. This results
in a partitioning of the data space into voronoi cells.

The proposal is about learning sentiment specific
word embedding’s. Only context of words is used
and the sentiment of texts is ignored. Words with
similar context but opposite sentiment are mapped.
In order to study further information about
sentiment embedding’s with the use number of
neural networks and loss functions, they can also be
used as natural word features. Sentiment analysis can
be applied on word level sentiment analysis,
sentence level sentiment classification and building
sentiment lexicons. Word representation represents
aspects of word meaning. Each word is a continuous,
low dimensional, real valued vector called word
embedding’s natural language processing tasks,
machine translation, syntactic parsing, question
answering, discourse parsing etc.

The existing system is to introduce the background
of word embedding’'s. Then, presenting the
methodology for learning sentiment embedding'’s in
next segment. The use of sentiment embedding’s in
three applications are given in next half that is the
word level sentiment analysis, sentence level
Sentiment classification and building sentiment
lexicon. There are various models namely-Prediction
model, Ranking model, Hybrid prediction model,
Hybrid ranking model.

Also presenting the methods to learn sentiment
embedding’s in the section, describe standard
context-based neural network methods for learning
word embedding’s, introduce our extension for
capturing sentiment polarity of sentences before
presenting hybrid models which encode both
sentiment and context level information and then
describe the integration of word level information for
embedding learning. Majority of the existing studies
that only encode word contexts in word
embedding’s. Sentiment specific word embedding’s
which facilitate the ability of word embedding's in
capturing word similarities in terms of sentiment
semantics. Several neural networks effectively
encode context and sentimental level information.
The label like “good” and “bad” can be separated in
the sentiment level information. Capturing both
context and sentiment information gives the best
performance for all the tasks forms a new hybrid
model.

Learning sentiment embedding’s that encode
sentiment of texts in  continuous  word
representation. Develop a number of neural

networks with tailoring loss functions to learn
sentiment embedding's. Used to tweets with positive
and negative emoticons as distant-supervised
corpora without any manual annotations. To verify
the effectiveness of sentiment embedding’'s by
applying them to three sentiment analysis tasks.
Empirical experimental results show that sentiment
embedding’s outperform context-based
embedding’s on several benchmark datasets of these
tasks opinion classifier. Hence to identify the aspects,
the ant clustering algorithm is used. Take similar
sentences and group them, later from that group
extract one different aspect of the opinion target
object. In the sentiment analysis method the
different sentences in a product review refer to the
different aspects of the reviewed product. Growing
hierarchical self-organizing maps in order to classify
the review sentences. In this way we can determine
whether the various aspects like example product are
mentioned with positive are negative sentiments in
the review sentences.

Related Works

2.1 THE SAFE MINER: A Fine Grained Aspect Level
Approach for Resolving the Sentiment

Sentiment analysis is the study of classifying human'’s
sentiments, evaluations, attitudes, opinions about
some topic which is expressed in form of text or
speech. In order to improve the customer satisfaction
many e-commerce sites provides the provision to
write reviews about products. Instead of reading and
evaluating each of the reviews, an automated
procedure can be taken to get the overall
information of the review. Hence many techniques
have been proposed by the researchers for
extracting sentiments from text. The main aim is to
mine sentiment for each product review and overall
sentiment score associated with each product review.
The efficient ranking of the features will be deduced
based on the opinions.

2.2 Unsupervised Aspect Level Sentiment Analysis
Using Ant Clustering and Self-Organizing Maps

It is an approach for aspect based opinion mining,
which uses an unsupervised neural network as the
opinion classifier. Hence to identify the aspects, the
ant clustering algorithm is used. Take similar
sentences and group them, later from that group
extract one different aspect of the opinion target
object. In the sentiment analysis methods the
different sentences in a product review refer to the



Recent Advances in Technology and Engineering , Department of Computer Science and Engineering, T John Institute of Technology,
Bangalore, Published By: International Journal of Sciecne, Engineering and Technology, ISSN (O): 2348-4098 , ISSN (P): 2395-4752

different aspects of the reviewed product. Growing
hierarchical self — organizing maps in order to classify
the review sentences. In this way we can determine
whether the various aspects like example product are
mentioned with positive are negative sentiments in
the review sentences.

2.3 Cheap Food or Friendly Staff? Weighting
Hierarchical Aspects In The Restaurant Domain

In aspects- level opinion mining, each aspect is
assigned rating based on customer reviews.
Restaurant domain deals with a vast number of
aspects such as food, individual item, drink,
appetizer, furniture, staff, different places or areas,
and offers, which exhibit hierarchical relationships.
For example- food items, drinks, desserts and
appetizers come under the category of food each
has aspects such as taste, quality and price.

This behaviour of different aspects can be modelled
as a hierarchical graph so that the rating value of an
aspect can be calculated as a composite score of its
sub aspects.

2.4 Enhanced Twitter Sentiment Analysis By Using
Feature Selection And Combination

Twitter is a popular online networking application.
The twitter service allows registered users to publish,
read and comment instant messages called “tweets".
Twitter was created in march-2006 and by july-2006
it was mainly for the public use and it gain popularity
world-wide. There were 316 million users in 2015
who posted more than 500 million tweets per day.

2.5 Automatic Generation of the Domain-Specific
Sentiment Russian Dictionaries

The aim is to present an algorithm for generating the
Domain-Specific Sentiment Russian dictionary using
the graph model, to emphasize that the described
algorithm does not require human-labeling but only
a sufficiently large corpus of Russian text which can
be generated automatically. Public opinion and
review studies have become a part of decision-
making process. Investigate the dependence of the
dictionaries.

2.6 A Unified Approach for Domain-Specific
Tweet Sentiment Analysis

Twitter is an online social networking service which
helps the user to send and read the messages called
tweets. There are 500 million users in which 248
million are active users about 500 million tweets are
posted every day. Political agendas and products are
also helps to obtain the trends in specific domain. To

execute TSA 4 steps are important tweets collection,
refinement, sentiment lexicon creation and sentiment
analysis. It includes 4 algorithms.

2.7 Learning Sentiment-Specific Word Embedding
for Twitter Sentiment Classification

To learn continuous word representation is typically
only model the syntactic context of words and ignore
the sentiment. Its problem for the sentiment analysis
because they map words with similar syntactic
context but opposite polarity such as good and bad.
To learn this issue, sentiment specific word
embedding's are used.

2.8 Analysis of Product Twitter Data through
Opinion Mining

There are many reviews about the product where the
customer or the company can't read the reviews and
judge the product. It provides opinion mining on
particular product based on reviews. The work
includes tweets with protecting negative and neutral
the idea here is the customer's satisfaction by seeing
tweets.

2.9 Senti Voice a System for Querying Hotel
Service Reviews Via Phone

In the field of research, NLP, text viewing, machine
mining etc. are important. According to the topic
machine learning is important so that hotel service
reviews are been classified. The results of this phase
are integrated into our voice server system.
Therefore user can consult hotel information via
phone calls instead of the keyboard.

2.10 A Clustering Based Approach On Sentiment
Analysis.

Clustering based approach is a new approach to
sentiment analysis by adding TFIDF weighting
method.

Voting mechanism and importing the term scores as
acceptable and stable clustering is obtained symbolic
techniques and supervised learning methods are two
existing kinds of approach.

3. Proposed System

The proposed system is divided into seven modules
namely the User Registration/Login, Twitter API
Creation, Tweets Collection from TimelLine, Filtering
all Tweets Based on the Topic, Calculating Sentiment
Score's for all Tweets Based on NLP Tools , Applying
Preprocessing Task, Find out the Sentiment Levels for
tweets.



Recent Advances in Technology and Engineering , Department of Computer Science and Engineering, T John Institute of Technology,
Bangalore, Published By: International Journal of Sciecne, Engineering and Technology, ISSN (O): 2348-4098 , ISSN (P): 2395-4752

3.1 User Registration/Login

Logging in, (or logging on or signing in or signing
on), is the process by which an individual gains
access to a computer system by identifying and
authenticating themselves. The user credentials are
typically some form of "username" and a matching
"password”, and these credentials themselves are
sometimes referred to as a login.

3.2 Twitter API Creation

If any User wants to get the tweets from twitter, so
he must create an application on Twitter API. After
that it will generate the Secret Key and Token.
Through API User will Get Secret Key and Token to
Collect Tweets from twitter. An application
programming interface (API) is a set of subroutine
definitions, protocols, and tools for building
application software. In general terms, it's a set of
clearly defined methods of communication between
various software components. A good APl makes it
easier to develop a computer program by providing
all the building blocks, which are then put together
by the programmer.

3.3 Tweets Collection from TimelLine

Based on Twitter APl Tweets are collected from
Timeline. If any User wants to get current tweets
from twitter timeline, he must generate the Secret
Key and Secure Token.

3.4 Filtering all Tweets Based on the Topic

Based on Query the tweets from User Timeline are
filtered, because on twitter timeline so many tweets
will be available. So we have to filter the topic based
on tweets by using a query.

Fig 3.2: Usecase Diagram

3.5 Calculating Sentiment Score's for all Tweets
Based on NLP Tools

Based on NLP tool we are calculating the sentiment
scores for each and every tweet have a sentiment
score. So, we have to calculate the sentiments score
based on the NLP tools. NLP will calculate the score
based on positive negative and neutral tweets.

3.6 Applying Preprocessing Task

Implement Preprocessing Based on Removal of http,
Removal of @ and Removal of Slang word. In this
section the preprocessing of tweets are based on
filtering the tweets after removal of the http and
@symbol.

3.7 Find out the Sentiment Levels for tweets

Each and every tweet have a sentiment score so
based on that score we have to find the three
sentiment levels for positive, negative and neutral
through the sentiment level user can get the
sentiment score for all tweets.
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Fig 3.2: Sequence Diagram
4. APPLICATION PROCESS

The DFD is straightforward graphical formalism that
can be utilized to speak to a framework as far as the
info information to the framework, different
preparing did on this information and the yield
information created by the framework. A DFD model
uses an exceptionally predetermined number of
primitive images to speak to the capacities
performed by a framework and the information
stream among the capacities.

The level 0 is beginning level and it's by and large
called as the Context Level Diagram (An outline
giving a whole framework's information streams and
preparing with a solitary Process (circle) is known as
a setting outline.

Jeye]0

generafesecretkey,
APICreation collectalltwitter API
details
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store data
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ang secrettoken

user

properties
file

-
and provide details

Every procedure may be further used into a set of
between joined sub forms. This strategy of growing a
DFD is known as leveling. In level 0 DFD overall
project is represented in a simpler way with only one
process.

Fig 4.1: Level 0 DFD
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The Level 1 DFD indicates how the framework is
isolated into sub-frameworks (forms), each of which
manages one or a greater amount of the information
streams to or from an outside specialists, Level 1
Data Flow outline demonstrates a top to bottom
clarification of general procedure of the information
stream. This DFD shows whole modules and their
communication in detail .The cooperation between
framework head and end client is disclosed
concerning the proposed calculation's pictorial
representation.

Filter tweets

Fig 4.2: Level 1 DFD

Results and Discussion

Twitter home java gives 2 keys namely user login and
register. Login form contains User Name, Account
Type — popular account type and password. User
login gives the profile details of APl Detail, Collect
Time Line Tweets, Collect Real Time Tweets, Start
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Processing and Sentiment level. APl Details contains
4 keys. Collect Timeline tweets without giving the
query and the next process is to collect Real Time
Tweets by entering the query and stored in XL sheet.
Preprocessing is based on Removal of http, Removal
of @ and Removal of Slang word. In this section the
preprocessing of tweets are based on filtering the
tweets after removal of the http and @symbol. Each
and every tweet have a sentiment score so based on
that score we have to find the three sentiment levels
for positive, negative and neutral through the
sentiment level user can get the sentiment score for
all tweets.

API Detail

Collect Time Line Tweets

Collect Real Time Tweets

Start Pre-Processing

Sentiment Level

Fig 5.3: Profile Details

Enter Topics name you want to Search tweets

Fig 5.1: Twitterhome java Fig 5.4: Entering query
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Fig7. Sentiment Analysis
CONCLUSION

Learning sentiment-specific word embedding’s from
majority of existing studies that only encode word
contexts in word embedding's, sentiment of texts to
facilitate the ability of word embedding’s in
capturing word similarities in terms of sentiment
semantics. As a result, the words with similar contexts
but opposite sentiment polarity labels like "good”
and "bad” can be separated in the sentiment
embedding space, and several neural networks to
effectively encode context and sentiment level
information simultaneously into word embedding’s
in a unified way. The effectiveness of sentiment
embedding’s verified empirically on three sentiment
analysis tasks. On word level sentiment analysis, we
show that sentiment embedding’s useful for
discovering similarities between sentiment words. On
sentence level sentiment classification, sentiment
embedding’s are helpful in capturing discriminative
features for predicting the sentiment of sentences.
On lexical level task like building sentiment lexicon,
sentiment embedding’s are shown to be useful for
measuring the similarities between words. Hybrid
models that capture both context and sentiment
information are the best performers on all three
tasks.
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